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Abstract. We present a tiered-approach to the recognition of metaphor.
The first tier is made up of highly precise expert-driven lexico-syntactic
patterns which are automatically expended on in the second tier using
lexical and dependency transformations. The final tier utilizes an SVM
classifier using a variety of syntactic, semantic, and psycholinguistic fea-
tures to determine if an expression is metaphoric. We focus on the recog-
nition of metaphors in which the target is associated with the concept of
“Economic Inequality” and examine the effectiveness of our approach for
metaphors expressed in English, Farsi, Russian, and Spanish. Through
experimental analysis we show that the proposed approach is capable of
achieving 67.4% to 77.8% F-Measure depending on the language.

1 Introduction

Metaphor is a pervasive literary mechanism allowing individuals to view one
concept in terms of the properties of another. As recent empirical studies have
shown, metaphor is abundant in natural language occurring, as often as every
third sentence [1]. Because of its abundance and often unique usage, it is impor-
tant to build a system that can recognize and understand metaphor in order to
aid natural language processing applications, such as authorship identification
and semantic interpretation.

Metaphors enrich our conversation and provide a mechanism to map an ab-
stract target domain into in a concrete source domain [2] allowing for the target
to be discussed, understood, and affect assessed through the source. Below lists
some examples of metaphor:

1. They cannot escape poverty’s grasp.
2. The burden of the tax is onerous.
3. Wages have stagnated.

In the second example above, “tax” is being described as a “burden” transferring
the the heavy weight property associated with a burden to tax.In the third
example, “wages” are being described as stagnated invoking a mapping to a
body of water or a volume of air which has ceased to move.

Automated methodologies for processing metaphor can be broken down into
two main categories: recognition and interpretation. Interpretation of metaphor



involves determining the intended, or literal, meaning of a metaphor [3,4]. The
recognition of metaphor entails determining if an expression is literal or figura-
tive. Work on automated metaphor recognition dates back to the early 1990’s
with the work of Fass [5] based on selectional preference violations and more
recently with the work of Shutova [6] using hierarchical graph factorization clus-
tering.

In this paper, we propose a tiered approach to the recognition of metaphor.
The first tier is made up of highly precise expert-constructed lexico-syntactic
patterns which recognize metaphors associated with a predefined set of source
and target domains. The second tier builds off the first by automatically ex-
panding the lexico-syntactic patterns with dependency information and a series
of lexical and dependency transformations. Finally, the third tier uses a combi-
nation of highly precise identification of target elements (spans of text associated
with a target domain) with an SVM classifier to determine if a target element
and a candidate source span of text linked to the target through a dependency
chain is metaphoric.

In this paper, we limit our focus to recognition of metaphors in which the tar-
get is associated with the abstract domain of Economic Inequality. In particular,
we focus on the following sub-domains of Economic Inequality: Poverty, Wealth
and Social Class, and Tazation. We examine the effectiveness of our approach
in multiple languages: English, Farsi, Russian, and Spanish.

The paper will proceed as follows. In section 2, we will present related work
in metaphor processing. Then in section 3 will layout our tiered-approach to
recognizing metaphor. Next, in section 4 will give experimental results of our
approach for English, Farsi, Russian, and Spanish, Finally, in section 5 we will
present concluding remarks.

2 Related Work

Metaphor has been studied by researchers in many fields, including, psychology
linguistics, sociology, anthropology, and computational linguistics. A number of
theories of metaphor have been proposed including the Contemporary Theory of
Metaphor [2], the Conceptual Mapping model [7], the Structure Mapping Model
[8], and the Attribute Categorization Hypothesis [9]. Based on these theories,
databases of metaphors, such as the Master Metaphor List (MML) [10] for En-
glish and the Hamburg Metaphor Database (HMD) [11] for French and German,
have been constructed. The MML provides links between domains (source and
target) and their conceptual mappings. The HMD fuses EuroWordNet synsets
with the MML source and target domains.

An active area of research in computational linguistics has been on the recog-
nition of figurative language [12, 15]. The recognition of metaphoric expressions
[5,18], one part of the more general figurative language recognition task, has in
particular seen a number of advances in recent years. Much of the early work
on the recognition of metaphor used hand-crafted world knowledge. The met*
[5] system determined if an expression was literal or figurative using selectional



preferences. Figurative expressions were then determined to be metonymic using
hand-crafted patterns or metaphoric using a manually constructed database of
analogies. The CorMet [18] system determined the source and target concepts
of a metaphoric expression using domain-specific selectional preferences mined
from Internet resources.

Exemplar-based approaches to metaphor recognition have shown good re-
sults although are often limited in the metaphoric expressions they can identify.
The Metaphor Interpretation, Denotation, and Acquisition System (MIDAS)
[19] employed a database of conventional metaphors that could be searched to
find a match for a metaphor discovered in text. In [20] semantic signatures were
utilized to expand the metaphoric expressions producing a more durable and
robust system for linking into the metaphor example repository.

Clustering-based approaches have also been prominent in the recognition
of metaphor. In [17] noun-verb clustering starting from a small seed of one-
word metaphors were used to generate clusters representing target and source
concepts connected via a metaphoric relation. The clusters were then used to
annotate the metaphoricity of text. Extending upon the noun-verb clustering
work, [6] examined the use of hierarchical graph factorization clustering of nouns
in a fully unsupervised approach to metaphor recognition. In [21] imageability
and topicality were coupled with proto source induction for the recognition of
metaphor.
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Fig. 1. Architecture of the proposed three-tiered metaphor recognition system.

3 Methodology

We propose a supervised approach to the recognition of metaphor that melds
human knowledge and machine learning into a single three-tiered architecture.



The first tier, discussed in detail in section 3.1, is made up of high precision
expert-constructed lexico-syntactic patterns for a predefined set of source and
target domains. The second tier, discussed in detail in section 3.2, consists of
syntactic dependency patterns which are automatically derived from the first-tier
patterns. The final tier,

discussed in detail in section 3.3, uses a combination of highly accurate tar-
get domain identification using semantic signatures [3] with an SVM classifier
that utilizes a variety of syntactic, semantic, and psycholinguistic features to
determine if an expression is metaphoric. The overall architecture is illustrated
in Figure 1.

3.1 Tier 1: Expert Constructed Lexico-Syntactic Patterns

The first tier in the proposed metaphor recognition system is made up of high
precision lexico-syntactic patterns, examples are shown in Figure 2. The patterns
define a source domain, target domain, and any lexical relation needed to exist
for the two to be considered metaphoric. For example, In the English example
in Figure 2, the pattern consists of a placeholder for a noun phrase from the
source domain “BODY OF WATER” and noun phrase from the target domain
of “POVERTY” and in order for the two to be metaphoric their must exist the
word “of” between the source and target.

English: [BODY_OF_WATER:NOUN] of [POVERTY:NOUN]
- sea of poverty
- river of poverty
- ocean of poverty
Farsi: [POVERTY:NOUN] [ABYSS:NOUN]
- ek,
“abyss of poverty”
Russian: [BUILDING:VERB] [POVERTY:NOUN]
- OHM NOCTPOMUNM HULLIETY M HUYero Bornee.
“They have built poverty and nothing else.”

Spanish: [HUMAN:NOUN] de la [POVERTY:NOUN]
- Los rostros de la pobreza en Mexico
“The faces of poverty in Mexico”

Fig. 2. Examples of high precision lexico-syntactic patterns used in the first tier of the
proposed metaphor recognition system.

We have defined a set of 51 source domains which either frequently occur
with the target domain of Economic Inequality or one of the three sub-domains
we are focusing on (“Poverty”, “Wealth and Social Class”, and “Taxation”) in
metaphoric expressions or are generic concepts often used in metaphors, e.g.
“Movement” and “Vertical Scale”. For each of the source domains we have de-
fined lexical items for Nouns, Verbs, and Adjectives, which are strong exemplars



of the given domain. The target domain lexical items are defined using semantic
signatures of the sub-domain using the method described in [3] and enhanced
using language specific lexicons for concepts not captured by the semantic sig-
natures.

The pattern matching process allows for a gap of up to two words between
any element in a pattern. For example, the English pattern listed in Figure 2
would also match “ocean of malnourished poor” and “river of unwanted and
poor”. The patterns in the first tier are checked against the training data and
those with a precision less than 98% are discarded. This process left us with 450
patterns in English, 258 in Farsi, 65 in Russian, and 325 in Spanish covering the
three sub-domains of Economic Inequality.

3.2 Tier 2: Automatically Learned Syntactic Dependency Patterns

The lexico-syntactic patterns used in the first tier are high precision, but low
recall. To overcome this limitation the second tier constructs a set of automati-
cally learned syntactic dependency patterns. The second tier leverages the first
tier patterns as seed patterns. Dependency transformations are performed atop
these seed patterns to discover new candidate patterns.

Following from the work of [25] we use two types of transformations. The first
transformation replaces single lexical restrictions in the pattern with a wildcard.
As an example, it would replace “of” in the English example shown in Figure 2
with a wildcard (“T'«”) creating the pattern:

[BODY_OF _WATER:NOUN] T* [POVERTY:NOUN]

The second transformation works over expert defined syntactic dependency
relations by replacing each dependency relation with a wildcard. Using the same
example from Figure 2 with dependency information:

[BODY_OF_WATER:NOUN] 222, of 222, [POVERTY:NOUN] )

the pattern would be transformed into:

[BODY_OF_WATER:NOUN] =% of 222, [POVERTY:NOUN]
[BODY_OF_WATER:NOUN] 2% of =% [POVERTY:NOUN]

where the relations “prep” and “pobj” get replaced by relational wildcards,
meaning that other syntactic dependencies will also be considered. Using the
expanded set of patterns containing wildcards, we search our training data to
find matches. The matches with associated wildcards filled in are then assigned a
confidence score based on the number of metaphors it matched and the number
of non-metaphoric expressions it matched. Patterns matching less three times
and patterns with a confidence less than 95% are discarded.



3.3 Tier 3: Target-Source Metaphoricity

The final tier of the linguistic metaphor identification system utilizes a variety
of syntactic, semantic, and psycholinguistic features in an SVM classifier with
highly accurate identification of target domains using semantic signatures (dis-
cussed briefly in Section 3.6 and in detail in [26]). The processing for recognizing
metaphors in the third tier is as follows. First, candidate target elements (spans
of text related to a target domain) are identified using semantic signatures. Se-
mantic signatures [3] are constructed using the semantic knowledge in Wikipedia
and WordNet. They have already been shown to be highly effective in identifying
target domain in text and in identifying potential conceptual metaphors related
to a linguistic metaphor.

Second, candidate source elements (spans of text which may be related to
a source domain, known or not) are selected as all phrases within a predefined
distance of the target element on a collapsed dependency tree. A collapsed de-
pendency tree is one in which multiple dependency nodes have been merged
based on a given criteria. We use Malt parser [27] in all four languages and col-
lapse based on named entities, WordNet (and its foreign language equivalents)
collocations, and noun/verb + preposition.

The final stage is to determine if each of the target element - source element
pairs is metaphoric. We utilize an SVM classifier with the following features
to make this judgment: (1) Imageability, (2) Concreteness, (3) Degree of depen-
dency violation, (4) Selectional Strength, (5) Topicality, (6) Semantic Categories,
and (7) Family Resemblance. Each of these features will be described in the fol-
lowing subsections. We optimized the C parameter of the SVM classifier by
performing a grid search over the training data utilizing 10 fold cross-validation.

Imageability and Concreteness Imageability and Concreteness are concepts
from the field of psychology relating to how well an object represented by a word
can be imagined (Imageability) or linked to a sensory experience (Concrete-
ness). Imageability has been found to be a strong indicator in the recognition of
metaphors [28,29].

We obtain imageability and concreteness scores by expanding the MRC [30]
to full coverage of all WordNet senses across all parts-of-speech. Our method-
ology then moves beyond WordNet, allowing us to estimate psycholinguistics
ratings in cases where such language resources are unavailable. The full details
of the expansion can be found in [31].

Figure 3 lists examples of high and low imageability source elements in
metaphoric and non-metaphoric phrases. The highly imageable element is “sting”
and appears in the metaphoric expression “taxes will sting”. The low imageabil-
ity element is “outperform” and appears in the non-metaphoric expression “the
rich now out perform”. In this simple case, the use of an imageability feature
would help to accept “taxes will sting” as being metaphoric while helping to
reject “the rich now outperform”.



High Imageability: If youre lucky and have itemized deductions, you will get
a refund, but taxes still sting, especially for the middle
class that pays more than its fair share.

Low Imageability: But the rich now outperform the middle class by as
much as the middle class outperform the poor.

Fig. 3. Example of high and low imageability source terms in metaphoric and non-
metaphoric phrases.

3.4 Degree of dependency violation and Selectional Strength

The degree of dependency violation feature calculates how unexpected a source
and target element are to share a given dependency relation. High degrees of
violation are indicative of metaphor. For example, given the following sentence
with metaphor highlighted in bold:

OK, our friends on the left have one narrow statistic that says wealth inequality
is soaring, but to be fair this does not capture the distribution either.

“wealth inequality” (target element) and “soaring” (source element) are unlikely
to share the dependency relation of subject making them appearing in this re-
lation a high degree of violation. In contrast, in the following example:

Obama told Joe the Plumber in 2008 that its fair to tax any income over $250,000
at 39 percent and that when you “spread the wealth around; it’s good for every-
body.”

“tax” (target element) and “any income” (source element) are likely to be seen
with the dependency relation direct object making the combination a low de-
pendency violation.

In a similar vein to the degree of dependency violation feature is the se-
lectional strength feature. Selectional strength is a measure of how variable an
element is in its selectional preference (here meaning between dependency rela-
tions). In simpler words, it relates to how many distinct classes of words share
a given dependency relation with the source element. Source elements with low
selectional strength, e.g. “is” or “think”, are less likely to be metaphoric.

An example of a high selectional strength, i.e. has few semantic classes occur-
ring in the given relation), is “tilts the field” in “But our tax system tilts the
field”. In contrast, the word “kill” has a low selectional strength in English as
we tend to kill many types of things. This can be problematic as kill is often used
metaphorically as is the case in “Many profitable employers argue that taxes
will kill jobs and diminish our states competitive edge”.

Both of these features are calculated using large corpora for each of the
four language. Dependency relations are determine using Malt Parser and then
combined as described earlier.



3.5 Topicality

Topicality is a measure of how topically related a word or phrase is to its context,
i.e. hammer would topically related to a context discussing home improvement
and not topically related to a context discussing legislation. Topically unrelated
words are highly likely to be metaphoric.

The topical relatedness of a candidate source element is calculated by con-
structing a graph G = (V, E') where, the vertices are the lemmatized version of
the words in the candidate passage (sentence containing the candidate source
and its context of two sentences before and after) and weighted edges exist be-
tween vertices whose similarity is greater than the average of all pairs. Similarity
is determined using the cosine similarity between the row vectors constructed
using Latent Semantic Analysis (LSA) over a large corpus.

Each lemma, [;, is assigned a topicality score by:

(1) = Zl_jeP(li) count(l;)
seorett) = le count(l;)

Where P(l;) is the set of lemmas for which a path exists I; from [; and count(l;)
is the number of times /; occurred in the candidate passage.

(1)

3.6 Semantic Categories

Following the work of [20] and [3], we incorporate the semantic features made
available through the semantic signatures. Semantic signatures are a set of highly
related and interlinked (WordNet) senses corresponding to a particular domain
with statistical reliability. To generate the semantic signature we build off: (1)
The semantic network encoded in WordNet; (2) The semantic structure under-
lying Wikipedia; and (3) Collocation statistics provided by statistical analysis
of large corpora. We use the Princeton WordNet [32] for English, FarsNet [33]
for Farsi, RussNet [34] for Russian, and the Multilingual Central Repository [35]
for Spanish as our underlying WordNets.

We create target - source pairs of possible semantic categories using the
output of the semantic signature and Wikipedia categories. A source and target
element with a semantic mismatch, i.e. relating to semantic categories with little
to no similarity, are more indicative of metaphor than those with no mismatch.
For example, the target element “tax” and candidate source element “cow” in
the expression “tax cow” represent a semantic mismatch as the corresponding
semantic categories (taken from Wikipedia) “Taxation” and “Domesticated An-
imals” are semantically unrelated.

3.7 Family Resemblance

Family resemblance [36] based theories of categorization suggest that an item
is classified based on its resemblance to the prototypical items in the category.
Conceptual categories are arranged in a hierarchy in which the higher an item is
in the tree the more generic it is and the lower it is in the tree the more specific



it is, e.g. The concept “beagle” would be lower in the hierarchy than “canine”.
Each conceptual category has a set of culturally salient prototypical examples
which are the items that most come to mind when imagining the given category.
A prototypical example of furniture for an American would likely be “chair”
whereas for a Japanese person it is likely to be “futon”.

We approximate the source element’s likelihood of being a prototypical ex-
ample using a combination of TF-IDF and distributional semantics. We first find
semantically similar concepts to the candidate source element using its associ-
ated semantic class as induced through distributional semantics. The items in
the semantic class make up the examples (prototypical and not) for the candi-
date source element’s category. We then use the TF-IDF values of the concepts
in the semantic class to calculate a z-score for the candidate source element. The
lower the candidate source element’s z-score the less likely it is a prototype for
the associated category.

4 Experimentation

For experimentation, we used a training set of roughly 1,000 metaphors per
language over a wide variety of genres of data, including blog posts, forum posts,
news articles, and transcripts. For testing we had a set of approximately 100
metaphors per language from the same genres as the training set. Spanish and
English documents came from ClueWeb09!, Farsi documents were gathered from
web crawls, and Russian documents came from Ruwac?.

The training and testing set were both annotated by multiple annotators.
We did this not to determine inter-annotator agreement, but because we found
a single annotator’s recall in recognizing metaphor was poor. This problem arises
based on the annotators’ background and to how standard the metaphoric ex-
pression has become, e.g. “tax system” is a metaphor, but has become so stan-
dard that most people will not recognize it as one.

The results of the experimentation are shown in Table 1. We gave the system
credit in recognizing a metaphor when the source and target elements it chose
overlapped with the source and target elements chose by an annotator. This was
because even two annotators would rarely agree on the exact same spans of text
for the target and source elements.

As can be seen from Table 1, the tiered approach is able to precisely recognize
metaphoric expressions in all four languages. Analyzing the errors, we found that
rare words, errors in part of speech, and errors in the dependency parse caused
a majority of the problems, especially in the non-English languages. In other
cases the selectional strength, imageability, or concreteness of a term was too
low causing a valid metaphor to be identified as non-metaphoric.

Table 2 shows the results when only the first two tiers of the system, expert-
construct lexical patterns and automatically learned syntactic dependency pat-
terns, were used. As one would expect the first two tiers resulted in high precision

! http://lemurproject.org/clueweb09/index.php
2 http:/ /corpus.leeds.ac.uk/ruscorpora.html



Precision|Recall|F-Measure
English [73.8%  [82.3%|77.8%
Farsi  [60.0% |83.0%69.6%
Russian|76.9%  [51.9%(61.4%
Spanish|54.3%  |88.7%67.4%
Table 1. Results of the tiered system for recognizing metaphors.

Precision|Recall|F-Measure
English (100.0% |7.0% [13.0%
Farsi 100.0% [10.7%(19.4%
Russian|100.0% {15.4%(26.7%
Spanish|100.0% {10.8%19.5%
Table 2. Results of Tier 1 and 2 at recognizing metaphors.

but low recall. Interestingly, Russian which had the fewest expert constructed
patterns had the highest recall.

5 Conclusion

In this paper, we presented a tiered-approach to the recognition of metaphor.
The first tier was made up of highly precise expert-constructed lexico-syntactic
patterns for a set of 51 source domains and the three predefined sub-domains of
Economic Inequality. The second tier was made up of automatically constructed
syntactic dependency patterns which were learned by performing lexical and
dependency transformations atop the first tier patterns. The final tier used a
combination of highly accurate target domain identification using semantic sig-
natures with an SVM classifier using a variety of syntactic, semantic, and psy-
cholinguistic features. We examined the effectiveness of our approach for English,
Farsi, Russian, and Spanish. The proposed approach was capable of achieving
67.4% F-Measure in Russian and Spanish, 69.6% F-Measure in Farsi, and 77.8%
F-Measure in English.
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