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Abstract. An individual‘s ability to produce quality work is a function of their
current motivation, their control over the results of their work, and the social in-
fluences of other individuals. All of these factors can be identified in the language
that individuals use to discuss their work with their peers. Previous approaches
to modeling motivation have relied on social-network and time-series analysis to
predict the popularity of a contribution to user-generated content site. In contrast,
we show how an individual’s use of language can reflect their level of motivation
and can be used to predict their future performance. We compare our results to
an analysis of motivation based on utility theory. We show that an understanding
of the language contained in comments on user generated content sites provides
significant insight into an author’s level of motivation and the potential quality of
their future work.

1 Introduction

Creative inspiration is only part of the puzzle to the successful completion of an en-
deavor. Quality work requires the setting of goals, belief in your ability to succeed,
and proper feedback from the community. Community members can provide critical
support at times when we are feeling down or make us to step up to a new challenge
by forcing the establishment of complex far-reaching goals. Unfortunately, community
members can also reduce an individual‘s performance through disparaging comments
or lulling them into a sense of well-being. Here we present an analysis of a system for
determining the motivational implicatures present within a discourse and their effect on
motivating an individual to produce quality user generated content.

We cast our approach to understanding the motivational content of a communica-
tion in terms of speech acts [1], which provide a theoretical framework to explore the
motivational implicatures of an utterance. In this contribution we use the term motiva-
tional act to represent utterances by individuals that either reveal their motivation for
an action or affect the motivation of another individual. We classify three main types of
motivational acts. The first act that we look at are comments which indicate the value of
an individual’s contribution, or reward (i.e. comments like “great job” indicate positive
social value for the individual’s work). This act is further refined into separate cate-
gories for self-directed rewards, and reward statements directed at other individuals.



The second factor looks for evidence that the individual has (or thinks they have) skill
or control to act within the environment (“I know I can do this”). Lastly, we identify
comments that express goals or indicators of a goal orientation in an individual.

The motivational act expressed by each comment is classified using an approach
based on distant supervision [2] and twitter. We first create a language model for each
motivational act based on the words contained in tweets which have been marked with
a hashtag which is used by individuals on twitter to identify tweets with a motivational
message.

We then show how the language models trained on twitter can be used to capture
the motivational meaning of a dialogue between a contributor and commenter on a
user-generated-content site. The motivational acts can be used to predict the amount of
effort the individual is likely to expend on future contributions. We use the community
rated quality of an individual‘s subsequent contribution to the site, DeviantArt.com, as a
proxy for the amount of effort the individual expended on their submission. Finally, we
compare the quality of the classifiers and general framework to an approach based on a
utility theory view of motivation which looks at changes in the quality of submissions
by that individual over time.

2 Background & Related Work

Previous research has shown how social implicatures present within a group’s discus-
sions can provide insight into the quality of a groups contributions [3]. In the spirit of
dialogue acts [4–6], social acts focus on the social implicature of the statement and thus
more directly relate to the social intentions and goals of individuals. Researchers have
recently begun to construct and annotate social acts. Bender et al. [7] create an anno-
tated corpus of social acts relating to authority claims and alignment moves as well as a
broader selection of social acts covering managerial influence, agreement, group affor-
dance and others. These social acts can be used to infer the quality of the work (ratings
of Wikipedia articles) which a group produces based on the social interactions between
group members. In contrast to that work, we focus on how comments and expressions
reveal or affect an individual’s motivation and their correlation with the quality of future
productions.

Researchers have also examined the quality of user generated comments on blog
sites using shallower stylistic features and topical information. For instance Hsu et al.
[8] and Khabiri et al. [9] analyzed the popular websites Slashdot and Digg to examine
prediction of the probability that a given post will receive high marks from the commu-
nity. These approaches use a variety of stylistic features, such as word counts, quotes,
and hyperlink counts as well as information about the reputation of the individual cre-
ating the post, temporal features of the post, and structure features pertaining to the
posts location on the page. This line of work does not attempt to address the issue of
predicting the quality of future contributions by the same individual.

Alternatively, a considerable amount of work has looked at predicting the popular-
ity of user generated content on the world-wide-web. Much of the work has considered
people as one-dimensional products of their social network. For example, the popularity
of a given picture posted on Flickr can be derived through an examination of the social



network surrounding the poster. Previous work has found that approximately 50% of
all favorite markings for a given post are generated by individuals connected to the post
[10]. Similarly, Szabo and Huberman[11] predict the future popularity of a YouTube
or Digg contribution based on a time-series analysis of its historical popularity. Their
approach requires analyzing the first few hours, in the case of Digg, or 10 days, for
YouTube, and shows that after that time the content follows a fairly predictable trajec-
tory.

In addition to work in natural language processing and social network analysis, the
inspiration for our approach comes from psychological theories of motivation. The pre-
dominant theory used for understanding an individual’s motivation is based on prospect
theory, an extension of utility theory [12]. Kehneman and Tversky discuss three con-
cepts that affect how an individual values a reward. 1) Reference points - rewards are
valued in how far they deviate above (positive reward, gain) or below (negative reward,
loss) a given reference point; 2) Loss Aversion - avoiding a loss is treated as being more
important than an equivalent gain (avoiding a loss of $10 is more important than gain-
ing $10); 3) Diminishing sensitivity - the value of a change is not linear but decreases
as the point gets further from the referent ($10 to $20 is a big jump, but $1,000,000 to
$1,000,020 doesn’t make much of a difference). These factors can be combined to cre-
ate a model of the expected utility of an action for an individual and correspondingly,
an individual‘s level of motivation to achieve the reward.

Prospect theory can be related to motivation and made more concrete through the-
ories linking goal setting as the establishment of reference points [13]. These theories
suggest that an individual’s motivation is a function of the expected utility of their ac-
tions. Critically, the theory suggests that goals serve to establish reference points. For
example, assuming that an individual has a goal to produce great art than the value
of intermediate rewards (views, favorites, positive comments by community members)
will be judged using the final goal as a reference point. As they get closer to their
goal chances for small positive rewards will be more motivating because they are worth
comparatively more, while setbacks will be devastating. Importantly, this framework
suggests that individual’s that meet their goals will be less motivated on future en-
deavors, because they have little utility. However, in ill-defined environments, such as
user-generated content sites it is difficult to know how individuals value likes from the
community and what an individual is using for a reference point. In the current work
we utilize a model based on prospect theory as a comparison to one based on the mo-
tivational implicatures of the language used by individuals on user-generated content
forums.

3 Motivational Language Uses

Several theories exist on how different expressions of motivational factors interact with
an individual’s future performance. Probably the most apparent factor is the setting of
goals. Goals are expressions of intentions for a change of state which could require an
action on the part of the individual. Examples of goals are, “I want to finish my paper”.
This goal expresses an intention for a specific action but requires making inferences
about the probable rewards for the individual if they are successful. In contrast, a state-



ment such as “I want to be famous” expresses a clear expectation for a reward resulting
from some series of actions, but requires inference about the details of the future actions
that the individual might precipitate to achieve their goal. Does the individual want to
be a rock star or a serial killer? In contrast to explicit goals stated by an individual,
goals can also be inferred by other people based on an analysis of the actions carried
out by the individual. For example, if an individual repeatedly demonstrates their work
to a community, one can infer that the individual likely has a goal to accomplish the
end-product of the activity. The setting of goals for both action and inaction has been
linked to many different motivational and long-term outcomes [14, 15].

An individual’s motivation can also be signaled and inferred through their use of
expressions which indicate a reward for an action. This can be derived from their com-
munications and the communications of others. Rewards can come from an individual
about their own work, “I really like my drawing”, or from other community members,
“your work is top-notch”. These comments indicate a high value for the individual’s
action. In contrast, comments such as “you suck” indicate a negative reward for the
individual’s contribution, lowering its value and an individual’s motivation for future
work. However, some care needs to be taken in this as some people actually seek out
and are motivated by negative comments [16].

The last motivational act is a statement indicating control (or lack thereof) over an
action. Individual‘s that feel that they have control over the outcome of an action are
more motivated to perform the action [17]. Individuals express their perceptions of their
control over actions through statements such as “its really easy to x” (control) or “i feel
i can‘t do anything right” (lack of control).

4 Detecting Motivational Acts through Distant Supervision

Goals, rewards, and control can be expressed in a myriad of different ways in text,
sometimes very clearly “I want to do better”, and sometimes only implied. This problem
is analogous to that of classifying speech or dialogue acts. In this section we show
how distant supervision can be used to create a language model which can identify
motivational acts by a speaker.

One notorious problem with automatically recognizing the illocutionary force of an
utterance is annotation of a supervised training set. Many utterances are ambiguous or
signal multiple overlapping acts, this creates a notoriously difficult annotation task [18,
19]. To solve this problem we explore a novel approach for annotation through the use of
a distant supervision framework [2]. Distant supervision involves the use of a small set
of annotations that link to a larger knowledge base that contains noisy instances of those
annotations. While the approach introduces noise into the system, the noise is mitigated
by access to a very large collection of approximate annotations (in our case, millions
of tweets containing these tags). Similar approaches have been used in sentiment and
emotion analysis [20, 21]. In contrast, our approach learns the motivational implicature
of an utterance from an individual’s use of hashtags.

Hashtags are words or phrases that are often included in tweets to signify the topic
of the tweet. Some hashtags have meanings that can be derived from the words making
up the tag (e.g. #mygoal – is used to express goals of an individual), while others are



Table 1. Example Hash Tags and Tweets for Goals, Control, and Rewards.

Motivational Action Sample Tags Sample Tweets

Goal #goalinlife, #mywish “3 more days of studying”

Control #dowhatisay, #kissmyfeet “I defy the law of gravity”

Negative Reward Self #fml, #crap “I just locked the keys in my car”

Negative Reward Other #worstdriverever, #awkward “It does make me cringe”

Positive Reward Self #whyismile, #victoryismine “my cats make me smile”

Positive Reward Other #ff, #thatsbadass “Solar panels on the white house”

related to Internet memes and require broader cultural knowledge (e.g. #fml used to
express negative things happening in an individual’s own life). When a user embeds a
hashtag in a tweet, twitter provides a link to a page showing a collection of all of the
tweets with that hashtag. This makes hashtags very popular for researchers trying to
follow trending topics on twitter. To date, most of the research has focused on linking
hashtags to topics, or sentiment. However, hashtags also provide annotation for non-
semantic topics, such as goals, rewards, and many other social phenomena.

We considered models for identifying goals, perception of control, and rewards
based trained from hashtags that were deemed to be relevant to those phenomena. Re-
wards were subdivided into four categories, positive self-orientation, positive other-
orientation, negative self-orientation, and negative other-orientation. The hashtags were
taken from lists of trending tags as well as generated through trial and error. An initial
list of hashtags was generated by a single annotator who rated each tag on a scale of
1-5 as to the overall degree that tweets using that hashtag represented the concept of
interest. This list was then refined by a second annotator.

Examples of hashtags exhibiting each of the characteristics are shown in Table 1.
The goals represented by these hashtags are diverse but mostly mundane, examples for
#mygoal range from “3 more days of studying #iwillsurvive #4.0 #mygoal” to “Looking
for a bigger house By December I wane be out this house in a bigger house #mygoal”.
The English annotator identified 140 hashtags that were relevant to one of the dimen-
sions (received a relevance score of 4 or 5 on a scale of 1-5).

We used a large collection of tweets (approximately 7.5 million). In our collection
hashtags exhibiting control contained the largest number with approximately 315,000
tweets, while we only collected 110,000 tweets which were marked with a hashtag
indicating positive rewards for the actions of other individuals, as shown in Table 1.
For training and testing purposes we removed all URLs, hashtags, and @users from
the tweets. We then discarded tweets that were less than two words long. This is very
conservative, because we removed the classifier’s ability to directly learn co-occurring
hashtags, however we wanted to ensure that we would minimize deficient solutions and
maximize the ability of the models to transfer from twitter to other genres of text, such
as web forums.

Many of the most successful approaches to dialogue act classification on text have
focused on integrating multi-layer models which examine both the utterance content



Table 2. Training and testing sizes for N-gram classifiers with resultant accuracy and bias for
labeling a tweet as a positive instance of the class. All test and train splits are 50/50 between
positive and negative instances.

Motivational Action # Hashtags # Train # Test Accuracy

Goal 23 83,838 20,960 79.8

Control 18 153,136 38,286 70.2

Negative Reward Self 30 100,996 25,250 68.6

Negative Reward Other 47 157,582 39,396 69.6

Positive Reward Self 8 158,250 39,564 69.3

Positive Reward Other 5 103,948 25,988 78.9

and the surrounding utterances [22]. However, for this initial work we consider only the
linguistic content of a single utterance.

Each motivational act detection model was trained to separate tweets that had been
tagged with a hashtag that had been identified as signaling the particular motivational
act from a background model that represents tweets containing hashtags which signal
one of the other motivational acts. Tweets containing hashtags from multiple acts were
not trained or tested on.

We utilized a language model coupled with Naive-Bayes which considered n-grams
between 2-4 words in length for each of the different motivational acts. The model
compared the probability of all of the n-grams from 2-4 words long in the tweet given
the motivational act to the probability of the n-grams given a background model. For
evaluation purposes we considered the act to be present if the sequence of words was
more likely given the act than in the background model, but for downstream usage, the
model output the odds of the act compared to the background model.

The accuracy of the resultant classifiers (show in table 2 suggest that they are ade-
quately capturing the differences between the categories, though there is some obfusca-
tion of the true validity of the labels due to noisy use of the tags by individuals. Inspec-
tions of tweets with the labels suggest that many times the labels are used sarcastically.
Anecdotally, we also examined a list of the top hashtags associated with instances la-
beled by our approach and found good generalization to novel hashtags. We looked at
a list of the hashtags based on the average confidence of the labels being applied to the
tweets containing those tags, we found many reasonable candidate tags. For example,
tweets containing the hashtags #day1 and #day2 were among the most likely to be la-
beled as exhibiting a goal. This suggests that a model which spiders out proposing new
hashtags based on co-occurrence and is able to then incorporate those instances would
work very effectively and allow for fine tuning of the model.

The classifiers created above are capable of identifying the motivational signals
found within an individual’s language. In the next section we show how those classifiers
can then be transferred to a novel domain and allow us to understand an individual’s
motivation by examining a complete discourse.
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Fig. 1. Distribution of quality on DeviantArt. Quality is measured as the probability of an indi-
vidual favoriting a contribution by an artist.

5 Modeling Motivation

In the previous section we showed how an individual utterance can be understood in
terms of its motivational meaning. In this section we show one way to build a model
of the amount of effort an individual is willing to expend on a future endeavor by ex-
amining the motivational acts that the individual and other conversational participants
use. For this effort we look at modeling the quality of an individual’s contribution to the
user generated content website DeviantArt.com.

5.1 Data

We collected and analyzed date from the user generated content site DeviantArt.com.
DeviantArt is a community web-forum on which individuals post art-work that they
created and receive comments on their posts. The art is very diverse including pictures,
cartoons, and needlework, though as the name suggests many of the works are avant-
garde. The website allows for artists to post their work and a forum for discussion
between the artist and the community members about each contribution. Community
members can identify their favorite pieces. The site is very well established and boasts
over 2 million subscribers.

The data contained on DeviantArt and related sites is very valuable, because it pro-
vides easily inferable goals (respect from community members) as well as explicit state-
ments that can improve these inferences, clear actions (production of art) by community
members, and clear rewards for actions (community response, favorites, views). Most
importantly, it has an easily inferred timeline of related actions which receive clear
feedback at most states.



DeviantArt provides several different ways to assess the success of each piece of
art. The website keeps track of the number of views that each piece of art receives, the
number of comments it receives, and the number of times that individual’s tag it as a
favorite. A large percentage of the work examining user generated content looks at pre-
dicting the number of views that an item will receive. While previous work has reported
that views are not well correlated with comments or favorites on Flickr [10], the views
and favorites on DeviantArt are highly correlated (ρ = .84, p < .001, because of the
distribution of these measures we are reporting the non-parametric rank-order correla-
tion). Also in contrast to Flickr, comments and views, and comments and favorites are
only weakly correlated (ρ = .24, ρ = .22, p < .001, respectively). This could be due
to differences between the two communities, or differences in how browsing of new
pieces is supported by the website.

Most previous work has looked at predicting the popularity of a piece, in contrast
we break the trend by looking at a hybrid measure of the probability that an individual
favorites a piece given that they viewed it. We feel that this measure provides a better
characterization of the overall quality of a contribution. This is supported by an analysis
of the correlation between the popularity of a piece and our measure. The probability
that a piece is favorited given that it was viewed is the least correlated measure with the
number of views; the number of comments on a piece is second-least correlated. For
this paper we refer to our aggregated measure as the quality of a submission, but more
research should be done to better characterize the differences in these measures.

To generate our data we sampled from the artists posting content on DeviantArt
generating an initial list of 1103 artists. Each artist contributed, on average, 20 contri-
butions for a total of 21,420 pieces of art. The mean number of views per contribution
was 1545, while the median was 248. A preliminary analysis of the data showed that the
variance in the quality of an artist’s contributions was much higher for new artists than
for experienced artists. The data suggest very interesting variations among individuals
of different popularity and experience levels, but based on this preliminary analysis we
restricted our analysis to those contributions where the artist had at least 1000 views
and was at least the 20th post by the author. By restricting the data to those with 1000
views we also reduce the noise in the quality measure because of the size of denom-
inator. This reduced our data set to 101 artists, with 2,059 contributions, and 127,622
comments on the artwork.

5.2 Using Comments to Infer Motivation

To understand how comments on a web forum can reflect an individual’s level of mo-
tivation we created a model, the goals, reward, and control model (GRC), which deter-
mined the extent to which an individual’s conversation with group members exhibited
qualities of a motivated individual based on the motivational acts used within a conver-
sation. We compared this model to a base-line model which used sentiment terms (Sen-
timent Model) instead of motivational acts and also to a second model which looked
at predicting the motivation level of an individual based on the change in quality over
time (Utility Model). Finally, we show how the GRC model can generate improved
predictions through use of the utility model.



Table 3. Example Goals, Control, and Rewards found on Flickr.

Motivational Action Sample Comments

Goal “Hoping to finish this in time for Easter.”

Control “Great details”

Negative Reward Self “but it is very poor quality”

Negative Reward Other “It looks a little bit flat with not much contrasts ”

Positive Reward Self “Thank you so much!”

Positive Reward Other “Stunning photo! Congrats”

The GRC model uses an analysis of the artist’s comments and the comments by
other conversational participants to construct a model of the artist’s motivation. Each of
the comments were first identified as being made by the artist or by another individual.
They were then labeled using the language models discussed in section 4 for each of
the six motivational acts:Goal, Control, Negative Reward Self, Negative Reward Other,
Positive Reward Self, Positive Reward other. Examples are shown in Table 3 For each
comment page the number times that language was used which exhibited each act were
aggregated separately for the artist and community members. These twelve features
were weighted and combined linearly,

∑
1..12 βiFi.

Our base-line, sentiment model utilized an equivalent linear regression procedure
except in place of the motivational acts we examined the presence or absence of positive
and negative sentiment terms in each communication by the artist and the community.
We used SentiWordNet [23] taking all terms with a positivity or negativity higher than
.5.

Likewise, the utility model uses a linear combination of two factors to predict the
quality of a future contribution. Our first factor is the expected utility of the next contri-
bution, we set this as an exponential function of the quality of the current submission,
Qλt . We used a λ value of .3 to encode the diminishing sensitivity to higher rewards,
though testing showed less than a 1 percent difference for realistic values of λ and
a similar patterning of results. The second factor in the model accounts for goal re-
lated behavior (establishing the current piece as a goal) and adjusts the utility based on
Qt − Qt−1 or ∆Qt−1,t. Individuals that accomplish their goals, Qt > Qt−1 are less
motivated. For the results we split this model into one utilizing the first factor (quality)
only and one showing the first and second factor combined.

The last model combines the GRC and the Utility Model to look at the interac-
tion between the expected motivation of the individual based on their previous rewards
and the way in which the individual and group is discussing their rewards, goals, and
perceptions of control. This model replaces ∆Qt−1,t from the utility model with the
linguistic features, Fi.

5.3 Modeling Motivation and Results

For each of the four models we looked at two separate predictions. The first is how well
we can predict the quality of the next submission by an artist, Qt+1. Thus for the GRC



Model we find the maximum likelihood estimate minimizing the error for the following
equation

Qt+1 = β0 +
∑
1..12

βiFi.

using least squares and correlate our predicted value Q̂t+1 with the actual value Qt+1

on held out test data.
We utilized a 100-fold cross-validation procedure to find the correlation between

the predicted quality of the next submission and the actual quality for each artist. The
data for each artist was distributed randomly across the folds. The results are shown
in the first column of Table 4. The GRC model achieves a correlation of .33, which is
significantly greater than the baseline sentiment model. The .51 obtained by the utility
model shows the correlation between the quality of a previous post and the next post, by
adding in the difference in quality between the post at time t and t − 1 we see another
boost in performance to .53. Finally, the combined model achieves a correlation of .52,
which is slightly better than the Quality based Utility model.

The above results suggest that the language individuals use reflects the quality of
their future contributions. However, it is quite clear that the quality of the current sub-
mission is the best predictor of the quality of an individual’s next submission. It could
be that the comments in the post are only associated with the current quality and not the
individuals future motivation, we want to measure changes in an individual’s motivation
over time.

One approach to measuring the change in motivation across time would be to con-
sider if the quality of an individual’s next submission is higher or lower than the quality
of their current submission. However, this measure is subject to regression to the mean.
Assuming that the quality of an individual’s submission is normally distributed, if an in-
dividual produces an above average or below average submission, the next contribution
is more likely to be below or above that contribution as a simple by-product of prob-
ability theory and not their level of motivation. Instead, we can look at the difference
between the quality of a contribution at t+1 and its expected value based on the mean
level of quality for the individual.

Our second prediction tests categorically, utilizing logistic regression, whether an
individual’s next post will be above or below average, defined as the moving average
of the quality of their last 20 posts Q̄t. The results shown in the second column of Ta-
ble 4 suggest that the model based on motivational acts performs at a level more similar
to that based on utility theory. Additionally, the combined model performs better than
either individual model. Critically, this second analysis shows that an individual’s lan-
guage usage reflects their level of motivation for subsequent contributions, successfully
predicting whether or not an individual will contribute content of unusually high or low
quality compared to their average level of performance.

6 Conclusion

This paper serves as an initial demonstration of an approach for identifying an individ-
ual’s motivation for future work. Our analysis was conducted by examining the motiva-
tional meaning of the language that the individual used in comments about their work



Table 4. Results for predicting the future quality of a contribution based on analysis of the users
previous contributions and comments on those contributions. Differences of more than .01 are
significant at p < .05 according to a paired t-test across testing folds.

Method Qt+1 Correlation Qt+1 > Qt Classification Accuracy

Majority Class NA .54

Sentiment .08 .55

GRC .33 .58

Utility (Quality Only) .51 .61

Utility & Difference .53 .63

GRC + Utility .52 .65

and the language used by community members about the work. In addition, we showed
that distant supervision of natural language classifiers can be used to identify, not just
sentiment or semantics, but the language’s effect on an individual’s psychological state.
For example, the language models can reveal their goals, perception of control over a
situation, and the rewards that motivate them.

It is important to remember that our results show a link between language usage and
future performance, but the results do not imply causality in a particular direction. The
categorical prediction identifies individuals that will perform above average on their
next submission, but the language could be a by-product of their motivation instead of
the cause of their motivation. It will be up to future work to look at this in more de-
tail and attempt to separate linguistic expressions that inform motivational states and
those that change motivational states. In particular, to look at how the pattern of in-
teractions between posters and community members can reveal the motivational level
of the individual. Our focus in this contribution was in demonstrating a system for au-
tomatically detecting language uses that provides insight into an individual’s level of
motivation and that reflect the amount of effort an individual is likely to apply to their
future performances.
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